APPENDIX B

NOTE ON THE ARTICLE ENTITLED: FISH STOCKS HARD TO KEEP THEM HEALTHY BY JON KRISTJANSSON, FISHING NEWS, 11 APRIL 2003

B1 Summary

In the article, Kristjansson presented an analysis "re-examining" the time series of Faeroes haddock stock and recruitment estimates. Kristjansson has carried the argument forward to the analysis of Irish Sea and North Sea stocks in two further unpublished papers [1, 2].

Kristjansson claims that short-term changes in the time series of spawning stock biomass and recruitment are negatively correlated. The negative relationship forms the basis for a hypothesis that density dependent effects are limiting recruitment to the majority of gadoid stocks. 

In this paper it is shown that Kristjansson’s method of analysis is flawed. The model disregards long-term changes in time series that are, in the majority of cases, more critical to the stock dynamics than the retained short-term fluctuations. It is shown that the analysis algorithm also results in a transformed time series that contains auto-correlation, and hence temporal oscillations, not evident in the original series, leading to false positive results in correlation studies. 

When the periodicity of the artificially induced temporal oscillations is combined with a maturity key that achieves maximum maturity at ages 3-5 (e.g. gadoids), a false correlation between recruitment and SSB cycles is generated. A test of the statistical power of regression analysis applied to time series of recruitment and SSB, offset by 4 years, with both series filtered by the Kristjansson algorithm, established that 60% of comparisons between the transformed series could result in false significant results, and hence false correlation.

The hypothesis of density dependent regulation proposed by Kristjansson is shown to be based on spurious auto-correlation induced within time series of data by his method of analysis coupled with delayed maturity. A survey of four of the stock data series examined by Kristjansson is used to show that his hypothesis does not hold for un-adulterated time series.

B2 Background

In his article Kristjansson presented an analysis of the time series of Faeroes haddock spawning stock biomass (SSB) and recruitment estimates. The data points from the 2003 assessment are presented in Figures 1 and 2. 

Kristjansson filters (transforms) the time series of recruitment and SSB independently by subtracting the 9yr running mean from the 3yr running mean. The 3yr mean is a local smoother (filter) and subtracting the 9yr mean removes long-term trend in recruitment and SSB to leave only the local effects. The resulting plot, used by Kristjansson to explain his theories, is presented in Figure 3.

The results of the local filtering and the removal of the long-term trends are apparent in Figure 3. The high average level of recruitment estimated during the 1960’s and early 1970’s (Figure 2) has been removed from the series. The filter algorithm exaggerates local (short-term) changes in the time series. 

Kristjansson notes that: "After filtering the data using a three year running average to remove high frequency noise and making that to swing around a medium term average by subtracting a nine year average, we see a very interesting relationship. Recruitment and spawning stock oscillate in anti-phase around the medium term mean with a frequency of 6-10 years, approximately two life spans of a haddock. When spawning stock is increasing, the recruitment is decreasing and vice versa."

B3 A review of Kristjansson’s analyses 

Kristjansson’s analysis is examined in detail. The points considered are:

1) Is the method used to filter the “high frequency noise” and remove the long-term signal, achieving its aims without changing the signal in the time series?

2) “Making that to swing around a medium term average by subtracting a nine year average” appears to be throwing away the dominant time series signal. Is this a valid procedure?

3) Are changes in recruitment correlated with changes in biomass before and/or after transformation of the time series? 

4) Consequently, is the hypothesis of density dependent effects on recruitment proposed by Kristjansson justifiable, with regard to the analysis methods used and the implied underlying biological models?
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Figure 1. The scatter plot of Faroes haddock spawning stock and year class recruitment abundance (estimated at age 2). 
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Figure 2.The time series of Faroes haddock spawning stock and year class recruitment abundance (estimated at age 2).
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Figure 3. The time series of 3yr - 9yr running means of Faeroes haddock recruitment and SSB. The x-axis is year in which SSB is estimated and the year class of the filtered recruitment estimate. 

B4 Application of Kristjansson's filter to simple time series

Kristjansson transforms the time series of recruitment and SSB independently by subtracting the 9yr running mean from the 3yr running mean. The 3yr mean smoothes local (high frequency) noise in the time series of estimates. Subtracting the long-term (9yr) mean removes the low frequency time series signal from the stock and recruitment series. 

Figure 4 demonstrates the effect of Kristjansson’s analysis algorithm by applying it to example time series. Figure 4a examines the effect of applying the filter to a linear trend in the base series, Figure 4b a linear trend with a simple high frequency signal, Figure 4c a change in level and a pulse in the base series and Figure 4d a change in level with a random high frequency signal. In order to demonstrate the effect of the transformation, the 9 year mean is plotted in the left hand figure of 4b - d, along with the base time series. 

Note that a one to one correspondance does not exist between the deviations from the nine year mean in the left hand figure and those of the corresponding filtered series in the figures on the right. The filtered series deviations are calculated from the difference between the three and the nine year means. 

Figure 4a illustrates that although the base time series has a linear trend the filtered series has a mean of zero in each year of the transformed sequence. The transformation removes the long-term signal, and with no short-term signal present, there is no deviation from zero in the filtered series.   

Figure 4b demonstrates the effect of filtering a base series with long and short-term signals. The long-term trend is removed and the short-term signal remains. 

Figures 4a and b demonstrate that applying the Kristjansson algorithm to the "classic" stock and recruitment time series such as the North Sea cod or North Sea herring would remove the overriding signal that higher levels of recruitment occur at high spawning stock biomasses. The method exaggerates local fluctuations in the time series, such as a 100t increase in SSB, ignoring the level at which they occur.

In order to examine the response of the filtered series to relatively simple changes in the base time series Figure 4c demonstrates the effect of a level change and a single pulse. The two effects illustrate that the smoothed response of the 9 year average introduces artificial oscillations to the transformed series. The oscillations are explored mathematically in Section B5 of this Appendix.

Figures 4d illustrates the effect of applying the filter to a base time series that has a level change and random short-term fluctuations. The example illustrates firstly, the removal of the long-term signal to leave exaggerated short-term fluctuations and secondly that the algorithm introduces oscillations to the transformed series not evident in the original series. As noted previously the deviations between the base series and the 9-year average (right hand figure) do not indicate that oscillations are present. They appear as a result of the difference between the 3 year and 9 year averages. The underlying cause is explored mathematically in Section B5. 

The examples used here illustrate three deficiencies in the algorithm applied by Kristjansson to the stock time series. 

1) The historic long-term changes in the time series are removed to leave the short-term fluctuations. The long-term changes in level are often the dominant signal in stock and recruitment time series and they are disregarded by the method.

2) The importance of the short-term fluctuations is exagerated. Prior to transformation, their scale is generally smaller than that of the long-term changes, but after applying the filter they are isolated and their importance over-emphasised.

3) The algorithm can transform a sequence with random noise into a time series with temporal auto-correlation. The algorithm generates artificial oscillations within time series. This may invalidate all hypotheses concerning oscillations that are based on transformed time series. The false oscillations are explored further in Section B6.
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Figure 4a. Kristjansson’s transformation applied to a linear trend. Long-term trends are disregarded.
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Figure 4b. Kristjansson’s transformation applied to a linear trend with a cyclic short-term signal. Note the absence of the dominant long-term trend and consequent exaggeration of the local effects.
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Figure 4c. Kristjansson’s transformation applied to a level change and single pulse. Note that transitions and pulses are transformed into oscillations. 
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Figure 4d. Kristjansson’s transformation applied to a level change with a random short-term noise signal. Note the induction of auto-correlated oscillations into the transformed series. 

B5 A mathematical analysis of the 3 year - 9 year average transformation

The algorithm applied by Kristjansson is the 3 year average minus the 9 year average. Assuming Y1, …, Y10 to be estimates from consecutive years in a time series, we calculate the transformed value (X) for year 5 as:


X5 = Y4 + Y5 + Y6   -  (Y1 + Y2 + Y3 + Y4 + Y5 + Y6  + Y7 + Y8 + Y9 (
 
    3                (                                       9                                (

X5 = 3Y4 + 3Y5 + 3Y6 - Y1 - Y2 - Y3 - Y4 - Y5 - Y6 - Y7 - Y8 - Y9 

                       


9

(1)
X5 = 2Y4 + 2Y5 + 2Y6 - Y1 - Y2 - Y3 - Y7 - Y8 - Y9 

                       

9

Similarly the filtered values for year 6 is

(2)
X6 = 2Y5 + 2Y6 + 2Y7  - Y2 - Y3 -Y4 - Y8 - Y9 - Y10
                      

 9

The difference between the values in consecutive years is therefore calculated from (1) and (2) as

X6 -X5 = 2Y5 + 2Y6 + 2Y7  - Y2 - Y3 - Y4 - Y8 - Y9 - Y10  - (2Y4 + 2Y5 + 2Y6 - Y1 - Y2 - Y3 - Y7 - Y8 - Y9(
                             9                                                 (                                    9                                  (
or       (3)
X6 - X5   = Y1 - 3Y4 +3Y7 - Y10 
                           

                 9  

Assume that we are calculating the averages by moving the nine and three year windows forwards in time. Also that: (a) all series values so far covered are small, that is Y1 - Y9 are negligible and therefore the filtered estimates are all close to zero; (b) that a large and positive value (z) enters the filter range at year position Y10 and moves backwards through the filter range as we move the window forwards in time; and (c) that all series values subsequent to Y10 are also small. 

From equation (2) we calculate that, when located at position Y10 within the filter ranges, the large positive value reduces the mean by z/9. At positions Y9 and Y8 there is no change in the mean and it remains constant at the new low value (equation (3)). At position Y7 we add 3z/9 to the mean and hold it there through positions Y6 and Y5, then at Y4 we reduce the mean by -3z/9 and at Y1 add z/9. 

Figure 5 illustrates the effect of introducing the large value in 1970, 1990 and 1993. Artificial oscillations are introduced to the filtered series prior to the occurrence of the perturbation and the effect on the transformed series remains for many years after it has occurred. Changes that occur close together are additive in that they prolong the period of the oscillation. The results explain the artificial oscillations previously noted in Figures 4 c and d. 
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Figure 5. The effect of introducing extreme values into a time series on the 3yr – 9yr average 

B6 Correlation between recruitment and spawning stock biomass

Figure 3 shows oscillations of SSB and recruitment resulting from the application of the Kristjansson filter to the Faeroes haddock recruitment and spawning stock biomass series. Kristjansson noted that the series show opposite phase oscillations around the mean and that “When spawning stock is increasing, the recruitment is decreasing and vice versa”, implying that the opposing phases are the result of density dependent effects from cannibalism or competition for food.

It is important to remember when examining Figure 3 that the dominant part of the recruitment and SSB series, that is the long-term time series effect, has been removed by the transformation algorithm. In Kristjansson’s plot we are looking at local changes. An increase in SSB from 20,000t to 21,000t is assumed to have an equal effect on recruitment to that of an increase of SSB from 100,000t to 101,000t. 

At the original scale of the SSB and recruitment estimates a negative relationship between SSB and recruitment does not hold (Figure 1). There may be an indication of lower recruitment levels at some high levels of biomass but there is no indication of higher recruitment at lower biomass.

Examining the individual displacements in the two time series (Figure 2) it is seen that, after a peak in recruitment we get a peak in SSB, 3 - 5 years after the year class is spawned. Table 1 presents the Faeroes haddock maturity ogive. The fish mature at ages 3 – 5 with 90% maturity at age 4. Shifting the SSB series backward by 4 years results in Figure 6 a very close match between recruitment and subsequent SSB. The relationship is even more obvious if the three year average of the original recruitment time series is plotted with the original SSB (Figure 7), and original recruitment time series is plotted against the original SSB time series shifted back by four years (Figure 8).  

Kristjansson’s hypothesis that there is a relationship between increases in SSB and decreased recruitment could equally be explained (with a greater statistical significance) by improved recruitment resulting in higher SSB 3 - 5 years later. In order to compare the two hypotheses we would need to regress: 

Hypothesis (1)    recruitment for year class y against SSB in year y 

                           (the fish before the egg) 

Hypothesis (2)    SSB in year y against the recruitment from year class y-4 

                           (the egg before the fish, which includes an assumption

                            of constant fishing mortality). 

In the Section B7 it is shown that regression analysis cannot be applied to time series transformed using Kristjansson’s algorithm due to statistical bias in the results. Therefore in order to distinguish between the two hypotheses a regression analysis was carried out on the data plotted in Figure 1 (Hypothesis 1, recruitment on SSB) and Figure 8 (Hypothesis 2, SSB on recruitment). 

The regression for Hypothesis 1 (Figure 1) is not significant at the 5% level of probability but, surprisingly, is significant at the 10% level (P = 0.08). However, the analysis is strongly influenced on the 1993 year class. If that year class is removed from the calculation the regression is not significant (P = 0.36). 

Hypothesis 2 (Figure 8), that SSB is dependent on recruitment four years previously is supported by the regression analysis, for which the result is highly significant (P = 5x10-5).

The available information points to improved Faeroes haddock recruitment increasing SSB four years later, not density dependent effects of SSB on recruitment as stated by Kristjansson. The anti-phase cycles in recruitment and SSB appear to be artefacts of the filtering algorithm and maturity being reached four year after recruitment to the stock; coincidentally half the phase of the artificial oscillations. A simulation test is used to explore the correlated cycles in Section B7.

Table 1. The maturity ogive and weight at age for Faeroes haddock. Data taken from the ICES 2002 Northwest Working Group and averaged over the years 1999 - 2001. 

	Age
	2
	3
	4
	5
	6
	7
	8
	9
	10+

	Maturity
	0.04
	0.44
	0.89
	0.99
	1
	1
	1
	1
	1
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Figure 6. Time series of 3yr - 9yr running means of Faeroes haddock recruitment and SSB. The x-axis is the year class of the filtered recruitment estimate. The filtered SSB has been back-shifted by four years.
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Figure 7. Time series for Faeroes haddock of a 3yr running mean of the original time series of recruitment, together with the original SSB estimates. The x-axis is the year class of the smoothed recruitment estimate. The SSB follows the changes in recruitment four years later.
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Figure 8. Faeroes haddock SSB in year y+4 plotted against recruitment from year y, illustrating the linkage between SSB and previous recruitment. Compare this plot with Figure 1 recruitment against SSB.

B7 Hypothesis testing

Before regression analysis could be used to examine the relationship between the spawning stock biomass and recruitment time series, transformed by the Kristjansson algorithm, a test of the power of the analysis was essential. This was due to the detection of artificially induced auto-correlation within the time series of transformed data. As described previously in Section B6 the coincidence of artificial oscillations with a phase that is approximately twice the age at which maturity is reached could result in a false impression of density dependent feedback between SSB and recruitment. The potential effect of the Kristjansson algorithm on the correlation between stock and recruitment series was therefore examined using a simulation study.

Method

One thousand 40-year time series of random recruitment were generated. Each recruitment series was subject to constant natural and fishing mortality at age until age 6. Weight and maturity at age, taken from the most recent ICES Faeroes haddock stock forecast, were used to calculate spawning stock biomass in each year. As a result of the method used for generating the simulated stock data, the resulting SSB time series was correlated with previous recruitment but recruitment abundance was not correlated with SSB in the same year.

The SSB and recruitment series were independently filtered using Kristjansson’s algorithm. Two regression analyses were then carried out: 

1) The random year-class strength in year y against SSB in year y derived from earlier years in the random series

2) Filtered year-class strength in year y against filtered SSB in year y.

An F test was used to determine the significance of the fitted regression between the two data series for analyses (1) and (2). 

Results

Figure 9 illustrates a replicate random recruitment series, Figure 10 the resulting SSB, Figure 11 presents the filtered recruitment series, Figure 12 the filtered SSB. Figures 11 and 12 show that, as described previously, Kristjansson’s algorithm can transform a random series of data into a series with temporal oscillations. 

Figure 13 plots the filtered recruitment and SSB series together. The figure shows that if, as for many gadoid species, maturity is achieved at an age range of around 3- 5 then changes in the level of the transformed SSB can be in opposite phase to changes in the level of the transformed recruitment. This is a completely artificial correlation, because the un-transformed series are independent and the recruitment series is random.

Figures 14 and 15 illustrate the regressions being evaluated for the hypothesis tests. Figure 14 plots unfiltered recruitment against unfiltered SSB; Figure 15 filtered recruitment against filtered SSB. The figures highlight the false correlation between the transformed series for this Monte Carlo replicate. 

The cumulative frequency distributions of the probability of the F statistic obtained from the 1000 regressions for each of the two models are plotted in Figure 16. Under the assumption of pure random recruitment, used to generate the stock time series, it would be expected that the probability distribution of the F statistic should be uniform in the range 0 – 1. Therefore the expected cumulative probability distribution for an un-correlated series would be a 45 degree line from the origin (plotted in Figure 16 as a hashed line). 

The cumulative distribution plot for the un-transformed recruitment vs SSB regression (Figure 16) has similar properties to the expected 45 degree line. Approximately five percent of the results (Y-axis) show a significant correlation at the 5% (x-axis) level of significance as would be expected for a random distribution. 

The filtered series regression has a biased cumulative frequency distribution. At the 5% level of significance 65% of the regressions resulted in a significant outcome, at the 10% level of significance 73% were significant.  

Discussion

Regressing or correlating recruitment against SSB after filtering with the Kristjansson algorithm produced a false positive result (a significant correlation at the 5% level) in 60% (65% total - 5% expected) of the Monte Carlo replicates. The artificial oscillations induced by the algorithm bias any valid comparisons between transformed recruitment and SSB series.  Regressions must be carried out on the original scale or after filtering using unbiased filters, for instance using 3 year means without subtracting nine year means. The findings from this section determined the data sets used for the regressions in Section B6
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Figure 9 A replicate of the random recruitment series generated to test the Kristjansson filtering algorithm.  
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Figure 10 The SSB series calculated from the replicate recruitment time series in Figure 9 by applying constant mortality and fixed weight and maturiy at age.
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Figure 11. The filtered recruitment series resulting from the application of the Kristjansson filtering algorithm to the random recruitment series of Figure 9. The x axis is year class.
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Figure 12. The filtered SSB series resulting from the application of the Kristjansson filtering algorithm to the SSB series of Figure 10.
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Figure 13 The filtered recruitment and SSB series resulting from the application of the Kristjansson filtering algorithm to the simulated data series (the curves of Figures 11 and 12 are plotted together). The x axis is year class.
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Figure 14 A scatter plot of the unfiltered simulated data (recruitment (y axis) against SSB (x axis)) used in the testing of the Kristjansson filtering algorithm.

[image: image18.emf]R

2

 = 0.2549

-150

-100

-50

0

50

100

150

200

-10 -5 0 5 10


Figure 15 The scatter plot of filtered recruitment (y axis) against filtered SSB (x axis) used in the testing of the Kristjansson filtering algorithm. The filtering process introduces false correlation to the random time series.

[image: image19.emf]0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 0.2 0.4 0.6 0.8 1

Expected cumulative probability

Observed cumulative probability

Expected result

for pure random

data

Smoothed time

series

Un-transformed

simulated time

series


Figure 16 The cumulative probability profiles for a regression of un-transformed randomly generated recruitment against untransformed SSB, and the same recruitment and SSB series filtered using Kristjansson’s algortithm. The hashed 45 degree line is the expected distribution for a random result. The distributions indicate that 65% (0.65 on the y- axis) of the filtered series resulted in regressions that were statistically significant at less than the required level of 5% (0.05 on the x-axis). The data prior to transformation conformed to the hypothesis with 5% below the 5% significance level. This indicates 60% false positive failure rate in the filtering method.

An examination of the Kristjansson filter applied to individual stocks 

B8  Faeroes haddock

Figure 17 presents a series of plots that show the derivation of Kristjansson’s transformed time series of the recruitment and SSB stock estimates for Faeroes Haddock.

Recruitment

The recruitment data for this stock has a strong temporal auto-correlation, this is considered to be environmentally induced, not a result of density effects (Appendix E).  

The nine year running average declines from the early 1960’s to the late 1980’s and then increases. It is noisy at the ends of the smoothing period where a full range of nine years is not available for smoothing. In the latter period of the time series the average is heavily influenced by the 1993 year class and the model over estimates the majority of the data points. 

The three year running average follows the recruitment auto-correlation well. It provides a useful time series approximation in isolation of the nine year average scaling until the 1993 year class induces a period of over-estimation.

SSB

As with recruitment the nine year average highlights a long-term cyclic signal in SSB through time. SSB mimics changes in recruitment 3 – 4 years after they have occurred. The filter disregards the cycle and highlights the deviations around the nine year average. Since the nine year average lags behind the three year average small oscillations are amplified in the transformed series. The removal of the dominant long-term signal exaggerates the short-term noise beyond its importance to the overall dynamics of the time series. 

Density dependent effects

If Kristjansson’s hypothesis of density dependent compensation at a local level is correct it would be expected that the overall reduction in total and spawning biomass would be compensated by increased levels of recruitment. The absence of such a response is seen in the recruitment/SSB plot (Figure 17b). Recruitment did not increase during the low point of the SSB series in the late 1980’s and early 1990’s (Figure 17a), both series were close to their lowest levels. 

It was shown in Section B6 that the time series for this stock do not match a hypothesis of density dependent compensation but one of SSB following trends in recruitment.   
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Figure 17. The derivation of Kristjansson’s transformed time series of the recruitment and SSB estimates for Faeroes haddock.

a) The original time series of recruitment total biomass and spawning stock biomass.

c)   Recruitment with 3 and 9 year   

      running averages.

e) Recruitment and the final             

      filtered times series.

b)  The spawning stock and 

      recruitment relationship

d) SSB with 3 and 9 year running averages.

f)   SSB and the final filtered time 

     series.

B9 VIa cod

Figure 18 presents a series of plots that show the derivation of Kristjansson’s transformed time series of the recruitment and SSB stock estimates for cod in ICES area VIa.

Recruitment

The nine year running average clearly shows the decline in recruitment through time. The downward trend is disregarded by the filtering algorithm, which exaggerates the deviations around the nine year average.

The relatively low 1980, 1984, 1987 and 1989 year classes and the high 1986 year class heavily influence the three year running average. The “outlier” year classes generate spurious oscillations within the transformed recruitment series similar to those illustrated by the single event example presented within the mathematical and simulation analysis of the filter transformation (Section B4 and B5). 

SSB

As with recruitment the nine year average highlights the decline in SSB through time. The filter disregards the trends and highlights the deviations around the nine year average. 

The decline in SSB from the peak in the early 1980’s is slowed by the relatively (to surrounding years) larger 1988 and 1993 year classes. The nine year average lags behind the three year average generating spurious oscillations similar to those illustrated by the change in level example presented in the simulation analysis section (Section B4).

Density dependent effects

If Kristjansson’s hypothesis of density dependent compensation at a local level is correct it would be expected that the overall reduction in total and spawning biomass would be compensated by increased levels of recruitment. The time series for this stock do not match the hypothesis.   

[image: image21.emf]0

10

20

30

40

50

60

1975 1980 1985 1990 1995 2000 2005

Year class

BIomass ('000t)

0

5

10

15

20

25

30

35

40

45

50

Recruitment (millions)

SSB

Total biomass

Recruitment

0

5

10

15

20

25

30

35

40

45

50

0 5 10 15 20 25 30 35 40

SSB ('000t)

Recruitment (millions)

Recruitment vs SSB 

80

86

84

87

89

0

5

10

15

20

25

30

35

40

45

50

1975 1980 1985 1990 1995 2000 2005

Year class

Recruitment (Millions)

9yr mean

3yr mean

Estimate

Recruitment

0

5

10

15

20

25

30

35

40

1975 1980 1985 1990 1995 2000 2005

Year

SSB ('000t)

9yr mean

3yr mean

Estimate

Spawning stock biomass

051015202530354045501975198019851990199520002005Year classSSB ('000t)

9yr mean

Recruitment

05101520253035401975198019851990199520002005Year classSSB ('000t)

9yr mean

SSB

-10

0

10

20

30

40

50

1975 1980 1985 1990 1995 2000 2005

Year class

Recruitment (Millions)

Estimate

3 yr - 9yr mean

Recruitment

-10

0

10

20

30

40

50

1975 1980 1985 1990 1995 2000 2005

Year

SSB ('000t)

Estimate

3 yr - 9yr mean

Spawning stock biomass


Figure 18. The derivation of Kristjansson’s transformed time series of recruitment and SSB estimates for cod in ICES area VIa.

a) The original time series of recruitment total biomass and spawning stock biomass.

c)   Recruitment with 3 and 9 year   

      running averages.

e)  Recruitment and the final             

      filtered times series.

b)  The spawning stock and 

      recruitment relationship

d) SSB with 3 and 9 year running averages.

f)   SSB and the final filtered time 

     series.

B10 VIa haddock

Figure 19 presents a series of plots that show the derivation of Kristjansson’s transformed time series of the recruitment and SSB stock estimates for haddock in ICES area VIa.

Recruitment

The three and nine year averages over-estimate the majority of the stock estimates during the initial twelve years of the time series and the final seven years. This leaves five years in which three of the five points are underestimated. The averages are strongly influenced by the four strong year classes that this stock has produced. A filter based on the arithmetic mean is not appropriate for this time series.

Given that the filter does not model the majority of the recruitment estimates the transformed series is invalid. In addition, the strong year classes generate spurious oscillations within the transformed recruitment series similar to those illustrated by the single event example presented within the mathematical and simulation analysis of the filtering transformation (Section B4 and B5). 

SSB

As with the recruitment estimates, the nine year average is a very poor model for the initial part of the SSB time series. The range is too long to handle the change in level. 

The filtering algorithm has false auto-correlation induced by the level change vulnerability discussed in Section B4, this occurs at the start of the series during the early 1990’s and around 2000.

SSB increased following the very strong 1979 year class and was maintained by the strong 1983 and 1986 year classes. Since 1990 SSB has followed the changes in recruitment.

Density dependent effects

Examining the estimates at the original un-transformed scale there is no evidence of density dependent effects resulting from changes in total or spawning stock biomass.  The time series for this stock do not fit the hypothesis.   
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Figure 19 The derivation of Kristjansson’s transformed time series of the recruitment and SSB estimates for haddock in ICES area VIa.

a) The original time series of  

      recruitment, total biomass         

      and spawning stock biomass.

c)   Recruitment with 3 and 9 year   

      running averages.

e) Recruitment and the final             

      filted times series.

b) The spawning stock and 

      recruitment relationship

d)   SSB with 3 and 9 year running  

      averages.

f)   SSB and the final filted time 

     series.

B11 VIIa cod

Figure 20 presents the series of plots that show the derivation of Kristjansson’s transformed time series of the recruitment and SSB stock estimates for cod in ICES area VIIa.

Recruitment

The nine year running average identifies a period of constant, relatively high recruitment followed by a linear decline. The filtering algorithm disregards the identified trends.

During the initial years of the time series, recruitment fluctuates randomly with no clear pattern. The filtering algorithm transforms the random events into a smooth cycle with oscillations. This is the induction of false auto-correlation during transformation of random series previously demonstrated.   

The relatively high 1986 year class (the same year class as VIa cod) heavily influences the three year running average. The “outlier” generates spurious oscillations within the transformed recruitment series similar to those illustrated by the single event example presented within detailed analysis of the filter transformation (Section B4 and B5). 

SSB

As with recruitment the nine year average identifies constant SSB followed by a decline. The filter disregards the dominant trend in the stock dynamics. 

SSB exhibits three periods of increase, each of which follows years with strong recruitment. The nine year average lags behind the three year average generating spurious oscillations. The induced auto-correlation is similar to that illustrated by the change in level example presented in the simulation analysis section (Section B4).

Density dependent effects

If Kristjansson’s hypothesis of density dependent compensation were correct it would be expected that the overall reduction in total and spawning biomass would be compensated by an increased level of recruitment. The time series for this stock do not match the hypothesis, there is a clear stock and recruitment relationship. 

During the initial years of the time series when fluctuations in SSB occurred at a high stock abundance, there is no negative correlation with recruiting year classes, only with previous recruitment. Spurious oscillations are induced by SSB increasing after a good year class as shown in Section B4
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Figure 20 The derivation of Kristjansson’s transformed time series of the recruitment and SSB estimates for cod in ICES area VIIa.

a) The original time series of recruitment, total biomass       and spawning stock biomass.

c)   Recruitment with 3 and 9 year   

      running averages.

e) Recruitment and the final              

      filtered times series.

b)  The spawning stock and 

      recruitment relationship

d)  SSB with 3 and 9 year running  

      averages.

f)   SSB and the final filtered time 

     series.

B12 Conclusions drawn from the review of the Kristjansson analyses

It has been established, mathematically and using a simulation approach, that the filtering algorithm used by J. Kristjansson to compare time series of spawning stock and recruitment series is flawed in several key ways.

1) The model disregards the, often dominant, long-term trends within the time series, concentrating instead on local effects, which are usually of lesser importance. Such an approach could be classified as throwing away the signal and concentrating on the noise.

2) The algorithm generates spurious auto-correlation in the transformed time series. This can lead to a false hypothesis that the time series contains temporal oscillations.

3) When the periodicity of the artificial temporal oscillations is combined with a maturity key that achieves maximum maturity at ages 3-5 (e.g. gadoids), a false correlation with SSB is generated. A test of the statistical power of regression analysis applied to time series of recruitment and SSB filted with the Kristjansson algorithm has shown that 60% of comparisons between the transformed series could result in false significant results, false correlation.

As a result of the potential for false correlation and the disregarding of the long-term changes in level, it is concluded that the Kristjansson algorithm should not be used as a basis for the analysis of spawning stock and recruitment series. The data estimates should be examined on the original scale of estimation, for example the routinely used stock and recruitment plots. 

Recruitment oscillations do occur in recruitment time series. However, these are generally environmentally driven and only occur for brief periods of time. Spawning stock biomass follows the oscillations after maturity is achieved several years later. This can give the false impression of opposite phase cycles. 

An analysis of the Faeroes haddock stock and recruitment estimates has shown that such spurious auto-correlation has led Kristjansson to the mistaken hypothesis that SSB has a density dependent effect on recruitment. Analysis in this paper has shown that the temporal changes in SSB are significantly correlated with historic recruitment and there is no evidence of density dependence.  

Kristjansson carried out similar analyses for the Irish Sea, West of Scotland and North Sea stocks. Of the four cases examined in this paper all showed no density dependent effects on recruitment. Kristjansson’s analysis appears to have induced artificial correlation in each case. In general the underlying principle of large stock sizes resulting in higher levels of recruitment is consistent with the available time series.
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